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Generalisability across system parameters
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Effects of Collocation point density (1D QHO)

Fig 11a. Effect of increasing training point density on 
training time.

Fig 11b. Effect of increasing training point density on 
Log mse.
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Data-driven vs. physics-informed neural networks
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Data-driven vs. physics-informed neural networks
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Quantum harmonic oscillator in 3D
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Quantum harmonic oscillator in 3D
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Motivation
Density functional theory

Most popular method for solving the electronic structure 

problem

One of the world’s largest computational expenses
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Pribram-Jones et al., 
https://doi.org/10.1146/annurev-physchem-040214-121420

2022 ALCF Annual report, https://ar22.alcf.anl.gov/
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Motivation
State of the art in combining electronic structure theory with machine learning
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Meta study analyzing 370 research articles 

L. Fiedler, K. Shah, M. Bussmann, A. Cangi, Phys. Rev. 
Mater. 6, 040301 (2022).
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State of the art in combining electronic structure theory with machine learning
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Machine learning the 
electronic structure 
(this work)

Meta study analyzing 370 research articles 

L. Fiedler, K. Shah, M. Bussmann, A. Cangi, Phys. Rev. 
Mater. 6, 040301 (2022).
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Electronic Structure Problem

Molecular structure, Crystal structure, Charge density, Cohesive 
energy, Elastic properties, Vibrational properties, Magnetic order, 
Dielectric susceptibility, Magnetic susceptibility, Phase transitions, 
Bond dissociation, Enthalpies of formation, Ionization potential, 
Electron affinity, Band gaps, Equation of state

Non-relativistic Schrödinger equation Molecular and materials properties

16
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Density Functional Theory

K. Burke, „The ABC of DFT“.
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Time-Dependent Density Functional Theory
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Theoretical Background
Neural Operators

Neural operators extend neural networks by mapping 

functions to functions instead of finite-dimensional vectors. 

A neural network maps:

A neural operator maps function spaces. 

Our goal is to approximate the non-linear map: 

With a neural operator:

20
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Theoretical Background
Neural Operators

A neural operator is defined by:

with layers

and a non-local kernel integral operator:

Training involves minimizing the loss: Observations:

21
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Theoretical Background
Fourier Neural Operators

Fourier neural operators (FNOs) use the Fourier transform

 

This enables efficient kernel computation and effective 

capture of global patterns using the fast Fourier transform.

FNO layer:

22
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Theoretical Background
Physics-Informed Neural Networks

Consider the PDE:

Construct the solution in terms of a neural network:

Minimize loss term:

24
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Theoretical Background
Neural Operators vs. Physics-Informed Neural Networks

Neural Operators

- learns the underlying operator itself

- needs training data

- enables the prediction of solutions for various 

conditions without re-solving the PDE

- is mesh-invariant

Physics-Informed Neural Networks

- is also mesh-invariant

- useful for obtaining numerical solutions for 

specific initial and boundary conditions and PDE 

parametrizations

- can be used to solve PDEs if the PDEs are 

defined, even in the absence of training data

(unsupervised learning)

- models a specific instance of a PDE

26
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Inverting the Kohn-Sham Equations with Machine Learning
Summary

Inverting the Kohn-Sham equations is useful for 

- developing exchange-correlation (XC) approximations.

- constructing optical potentials for electron scattering (R-matrix scattering).

Traditional inversion methods are often plagued by the numerical errors and instabilities.

Investigate the potential of both PINNs and FNOs for the inversion problem in Kohn-Sham DFT.

Predict the exchange-correlation (XC) potential based on input electronic densities.

29

Karan Shah

Reference: V. Martinetto, K. Shah, A. Cangi, A. Pribram-Jones, Mach. Learn.: Sci. Technol. 5 015050 (2024).
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Inverting the Kohn-Sham Equations with Machine Learning
Model system

One-dimensional diatomic molecules

Data set with 729 molecules (590 in training, 66 in 

validation, 73 in test set) 

30
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Inverting the Kohn-Sham Equations with Machine Learning
Model system

One-dimensional diatomic molecules

Data set with 729 molecules (590 in training, 66 in 

validation, 73 in test set) 

Complexity of the data set analyzed in terms of similarity 

measures:

- cosine similarity distance (values between -1,1)

- Euclidean distance

31

Cosine Euclidean
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Inverting the Kohn-Sham Equations with Machine Learning
Implementation in terms of PINNs
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Inverting the Kohn-Sham Equations with Machine Learning
Implementation in terms of FNOs
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Inverting the Kohn-Sham Equations with Machine Learning
Results

34

PINNs FNOs ExtrapolationExtrapolation
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Inverting the Kohn-Sham Equations with Machine Learning
Results: PINNs vs. FNOs
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Inverting the Kohn-Sham Equations with Machine Learning
Results: Self-consistent cycle with machine learning model
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Accelerating Electron Dynamics with Machine Learning
Summary

Demonstrate the effectiveness of FNOs in propagating the electron density in time under the TDDFT 

framework. 

Instead of propagating orbitals in time as done conventionally in terms of the time-dependent 

Kohn-Sham equations, we use the FNO propagator to directly evolve the density. 

This has two advantages: 

- the computational cost does not scale with the number of orbitals and larger propagation time 

steps can be used, thus using fewer iterations. Rapid modeling of density evolution of 

laser-excited molecules and materials in various scattering experiments given just the ground 

state density and the shape of a laser pulse. 

- Design of laser pulses to precisely control quantum dynamics under quantum optimal control 

theory.
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Karan Shah

Reference: K. Shah, A. Cangi, ICML Workshop 2024, AI for Science: Scaling in AI for Scientific Discovery, arXiv:2407.09628 (2024).
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Accelerating Electron Dynamics with Machine Learning
Model system

39
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Accelerating Electron Dynamics with Machine Learning
Model system
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Atoms and diatomic molecules (710 systems)

Laser parameters:

- Intensity: 1.97·1016 W/cm2 

- Wavelength: 22.78 nm

- Time step: 0.2 a.u. (4.83 as) 

- 51 time slices each on a grid of 241 spatial points. 

Dataset 

- 600 systems for training 

- 10 systems for validation dataset 

- 100 systems for testing 
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FNO predicts future values based on past observations.

Input to the model:

FNO predicts the next time step:

Input sequence is updated for the next prediction:

FNO is trained with density slices (entire spatial domain) in 

time windows with a given width sweeping across the entire 

time domain, minimizing the loss : 

Accelerating Electron Dynamics with Machine Learning
Implementation in terms of FNOs

41
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Accelerating Electron Dynamics with Machine Learning
Results
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Reference Prediction



                                                                                                             Attila Cangi   |   a.cangi@hzdr.de

Accelerating Electron Dynamics with Machine Learning
Tests: Density conservation
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Accelerating Electron Dynamics with Machine Learning
Tests: Dipole moment
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Thank you for your attention

Thanks to my team and collaborators!
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Attila Cangi, Tom Jungnickel, Bartosz Brzoza 
Karan Shah, Lenz Fiedler, Timothy Callow
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